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Abstract

We extend the accurate deterministic projection method, which was introduced as a
simple underresolved method for one-dimensional hyperbolic systems with stiff source term,
to two-dimensional reactive Euler equations of gas dynamics. In addition to shock, contact
and rarefaction waves, these equations admit detonation waves appearing at the interface
between the burnt and unburnt fractions of the gas. In order to resolve the reaction zone
numerically, one has to take both space and time stepsizes to be proportional to the reaction
time, which may be very computationally expensive or even practically impossible when
the reaction is fast. Therefore, it is necessary to develop underresolved numerical methods,
which are capable of accurately predicting locations of the detonation waves without resolving
their detailed structure. We propose such method for the case of stiff detonation waves and
demonstrate the robustness of this method on a number of numerical experiments.

Key words: stiff detonation waves, reactive Euler equations, splitting method, deterministic
projection method, central-upwind scheme.
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1 Introduction

We study numerical methods for two-dimensional (2-D) hyperbolic systems of balance laws with
very stiff source terms:

Ut + F (U)x + G(U)y =
1

ε
S(U), 0 < ε� 1, (1.1)

where, U is an unknown function of space variables x and y and a time variable t, F and G are
given flux functions and S is a source term. In particular, we consider an inviscid, compressible,
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reacting flow, governed by the reactive Euler equations:
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Here, the dependent variables ρ, u, v, E and z are the density, x- and y-velocities, total energy and
the fraction of unburnt gas, respectively. The system is completed through the following equation
of state (EOS):

p = (γ − 1)
[
E − ρ

2
(u2 + v2)− q0ρz

]
, (1.3)

where the parameters γ and q0 represent the specific heat ratio and chemical heat release, respec-
tively. On the right-hand side (RHS) of (1.2), τ := p/ρ is the temperature and ε is the reaction
time. Finally, the Arrhenius kinetic term is

K(τ) = e−τc/τ , (1.4)

where τc is the ignition temperature.
We are interested in regimes of fast detonation waves, when chemical reaction time scales

are much faster than the fluid dynamical ones. Therefore, in order to fully (numerically) resolve
detonation waves, one has to take both temporal (∆t) and spatial (∆x,∆y) grid scales to be
proportional to ε. This may be extremely computationally expensive, even practically impossible.
This is the major reason why one may be interested in developing underresolved numerical methods,
in which ∆t,∆x,∆y � ε. In such a case, the chemical reaction may be considered infinitely fast
and thus the Arrhenius kinetics term (1.4) may be replaced with (even stiffer) Heaviside kinetics
term [33]:

K(τ) = H(τ − τc) =

{
1, if τ ≥ τc,

0, otherwise.
(1.5)

The difference in the kinetics affects the details of the detonation layers, which are of width
O(ε) with the pressure and temperature spikes that decay exponentially into the postdetonation
equilibria.

Designing an accurate underresolved numerical method for the very stiff system (1.2), (1.3),
(1.5), or, in general, for the system (1.1) with a very small ε, is a rather challenging problem.
Since the system is stiff, it is natural that one may wish to use an operator splitting (fractional
step) method; see, e.g., [26, 27]. The latter can be implemented by considering the following two
subsystems:

Ut + F (U)x + G(U)y = 0 (1.6)

and

Ut =
1

ε
S(U). (1.7)

Then, assuming that U(x, t) is available at time t, an approximate solution at the next time level
t+ ∆t is given by

U(x, y, t+ ∆t) = SP(∆t)SH(∆t)U(x, y, t),
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where SP and SH denote the solution operators for the subsystems (1.6) and (1.7), respectively.
In the case under consideration, the step of solving the ODE (1.7) reduces to the projection of the
computed solution onto an equilibrium state:

U 7→ PU , (1.8)

where S(PU) ≡ 0, while the corresponding hyperbolic system of conservation laws (1.6) can be
solved by any (stable and sufficiently accurate) shock-capturing method. In this paper, we use the
second-order central-upwind scheme briefly described in Appendix A. Central-upwind schemes
are Riemann-problem-solver-free Godunov-type schemes for general multidimensional hyperbolic
systems of conservation laws. These schemes were first proposed in [23] and then further developed
in [20–22,24].

Even though the operator splitting method is very simple, it has a major drawback: If the
deterministic projection operator is used in (1.8), this approach may lead to a spurious weak
detonation wave that travels with a nonphysical propagation speed. This occurs since shock-
capturing methods smear discontinuities, and as soon as the nonphysical value of the temperature
in this numerical layer is above the ignition temperature, a certain part of the gas may get
numerically burnt prematurely. This peculiar numerical phenomenon was first observed in [9,10],
and since then it has attracted lots of attention; see, e.g. [3, 4, 6, 14, 25, 29]. In order to fix this
numerical problem, the ignition temperature was artificially increased in [5], or replaced with
uniformly distributed random variable; see, e.g., random projection, [1, 2], or random choice,
[8], method. Numerical methods using overlapping grids and block-structured adaptive mesh
refinement for high-speed reactive flow in complex geometries were proposed in [16, 17]. Other,
more complicated, but rather successful approaches have been proposed in [7, 11,15,32,34].

A simple and robust alternative to the aforementioned approaches was proposed in [19], where
an accurate deterministic projection (ADP) method for one-dimensional (1-D) hyperbolic systems
with stiff source terms was introduced. The key idea of the ADP method is to evolve U according
to the homogeneous system (1.6) (this guarantees the correct propagation speed), while using
the projected values of Ũ := PU only whenever they required (for example, for computing the
pressure values using the EOS when the reactive Euler system is considered).

In this paper, we extend the ADP method to the 2-D reactive Euler equations (1.2), (1.3),
(1.5). The paper is organized as follows. In §2, we describe the “standard” deterministic projection
method, which is known to generate artificial waves propagating with non-physical speeds. In §3,
we propose a very simple correction and introduce the ADP method for the 2-D reactive Euler
equations. The resulting method is tested in §4 on four numerical examples. We study the
propagation of a detonation wave in a channel, radial detonation wave, interaction of multiple
gas dynamics waves with a detonation wave, and the diffraction of a detonation wave around a
solid corner. In all of the examples, the proposed ADP method is sufficiently accurate (being
an underresolved method, the ADP method cannot capture detonation waves in detail, but it is
capable of accurately predicting the position of the wave) and robust. We provide some concluding
remarks and ventures for the future work in §5.

2 “Standard” Deterministic Projection Method

In this section, we describe a “standard” deterministic projection approach for solving the reac-
tive Euler equations (1.2), (1.3), (1.5). For simplicity, we consider a rectangular computational
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domain covered by a uniform spatial mesh consisting of the cells Cj,k centered at (xj, yk) :=
(j∆x, k∆y) and assume that the computed solution is realized in terms of its cell averages,

U
n

j,k =
1

∆x∆y

∫
Cj,k

U(x, y, tn) and available at time level t = tn. In order to evolve the solu-

tion to the next time level according to the aforementioned operator splitting approach, we first
use a (stable and accurate) shock-capturing method to numerically solve the homogeneous system
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completed through the EOS (1.3). Here, we prefer to work with finite-volume methods (in partic-
ular, with the central-upwind scheme described in Appendix A), but would like to stress that the
considered computational framework is general and may be used in conjunction with one’s favorite

shock-capturing method. The cell averages ρn+1
j,k , (ρu)n+1

j,k , (ρv)n+1
j,k , E

n+1

j,k and (ρz)∗j,k at the new

time level tn+1 := tn + ∆t are then used to obtain un+1
j,k = (ρu)n+1

j,k /ρ
n+1
j,k , vn+1

j,k = (ρv)n+1
j,k /ρ

n+1
j,k ,

pn+1
j,k = (γ − 1)

[
E
n+1

j,k −
ρn+1
j,k

2

(
(un+1

j,k )2 + (vn+1
j,k )2

)
− q0 (ρz)∗j,k

]
, (2.2)

and the corresponding temperature values,

τn+1
j,k =

pn+1
j,k

ρn+1
j,k

. (2.3)

Notice that for the (ρz)∗j,k quantities in (2.2), the upper index is not n + 1 yet as they are going
to be changed after the following projection step, at which the values of z and ρz at time level
t = tn+1 are computed:

zn+1
j,k =

{
0, if τn+1

j,k ≥ τc,

1, if τn+1
j,k < τc,

(ρz)n+1
j,k = ρn+1

j,k · z
n+1
j,k .

This “standard” deterministic projection method is very simple, but it may lead to spurious,
nonphysical waves traveling with an artificial speed. Utilizing the ADP method presented in the
next section allows one to avoid such an undesirable situation.

3 Accurate Deterministic Projection Method

The main reason of the failure of the “standard” deterministic projection method is that it uses
nonphysical, artificial values of (ρz)∗j,k obtained after the fluid dynamics step SH of the operator
splitting method. The simplest way to prevent this undesirable situation is not to solve the (ρz)-
equation at the fluid dynamics step at all. We thus modify the deterministic projection method
as follows.
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Once again, we assume that cell averages of the solution at time level t = tn (including the
values of the fraction of unburnt gas znj,k = (ρz)nj,k/ρ

n
j,k ) has been already computed. We first

evolve it in time by applying a (stable and accurate) shock-capturing finite-volume method to the
homogeneous system that contains only first four equations from the system (2.1):
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completed through the EOS (1.3). As before, the evolved cell averages ρn+1
j,k , (ρu)n+1

j,k , (ρv)n+1
j,k and

E
n+1

j,k (but not (ρz)∗j,k, which is not computed now at all) are used to obtain un+1
j,k , vn+1

j,k and

pn+1
j,k = (γ − 1)

[
E
n+1

j,k −
ρn+1
j,k

2

(
(un+1

j,k )2 + (vn+1
j,k )2

)
− q0 ρn+1

j,k · z
n
j,k

]
, (3.2)

Notice that compared with (2.2), the pressure in (3.2) is computed using the values of z from the
previous time level, which is one of the crucial points in the ADP method.

The projection step is then performed as in the case of the “standard” deterministic projection
method, namely, we set

zn+1
j,k =

{
0, if τn+1

j,k ≥ τc,

1, if τn+1
j,k < τc,

where the temperature values τn+1
j,k are obtained by (2.3).

4 Numerical Examples

In this section, we demonstrate the performance of the proposed ADP method and compare it
with the “standard” deterministic projection (SDP) method. The fluid dynamics step is carried
out using the second-order central-upwind scheme briefly described in Appendix A. In the first
three examples, we take the CFL number 0.5 (the time step ∆t is determined by using the CFL
condition for the homogeneous systems (2.1) and (3.1)), while in the fourth one we use a smaller
CFL number 0.25 to avoid small oscillations appearing when a larger time step is used.

Example 1—Detonation Wave in a Channel

We consider the initial-boundary value problem taken from [1]. The initial data,

(ρ(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0), z(x, y, 0)) =

{
(ρl, ul, 0, p1, 0), if x ≤ ξ(y),

(ρr, ur, 0, pr, 1), if x > ξ(y),

where

ξ(y) =

{
0.004, if |y − 0.0025| ≥ 0.001,

0.005− |y − 0.0025| , if |y − 0.0025| < 0.001,
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are given in a 2-D channel [0, 0.025] × [0, 0.005] with the solid wall boundary conditions at the
upper and lower boundaries and free boundary conditions on the left and on the right. We take
the following parameter values:

γ = 1.4, q0 = 0.5196× 1010,
1

ε
= 0.5825× 1010, τc = 0.1155× 1010,

and the initial values: ρl = 1.945× 10−3, pl = 6.27, ul = 8.162, ρr = 1.201× 10−3, pr = 8.321 and
ur = 0, which are the same as in [1].

One important feature of this solution is that the triple points travel in the transverse direction
and bounce back and forth against the upper and lower walls, forming a cellular pattern.

We compute the solutions by using both the ADP and SDP methods on a uniform spatial
mesh with ∆x = ∆y = 5 × 10−5. In Figure 4.1, we show the density computed at four different
times using the ADP (top row) and SDP (bottom row) methods. The ADP results are in a good
agreement with the results reported in [1], while the SDP solution develops a wave traveling with
a non-physical speed. This can also be clearly seen in Figure 4.2, where we show the propagation
of the interface between the burnt and unburnt fractions of the gas, computed by the two studied
methods.

Figure 4.1: Example 1: Density ρ computed by the ADP (top row) and SDP (bottom row) methods.



An Accurate Deterministic Projection Method 7

0.005 0.01 0.015 0.02 0.025
0

2

4

x 10
−3

0.005 0.01 0.015 0.02 0.025
0

2

4

x 10
−3

Figure 4.2: Example 1: Time evolution of the fraction of unburnt gas z computed by the ADP
(top row) and SDP (bottom row) methods. In both figures, the detonation wave propagates from
left to right and the interface between the burnt and unburnt fractions of the gas is shown at times
t = 0, 10−8, 5 · 10−8, 9 · 10−8, 1.7 · 10−7.

Example 2—Radial Detonation Wave

In the second example taken from [2], we consider the following radially symmetric initial data:

(ρ, u, v, p, z)(x, y, 0) =

{
(ρin, uin(x, y), vin(x, y), pin, 0), if r ≤ 10,

(1, 0, 0, 1, 1), if r > 10,
r =

√
x2 + y2,

where pin = 21.53134, ρin = 1.79463, uin(x, y) = 10x/r, and vin(x, y) = 10y/r. The parameters
are chosen as

γ = 1.2, q0 = 50,
1

ε
= 1000, τc = 2.

The initial setting that consists of totally burnt gas inside a semi-circle with radius 10 and totally
unburnt gas outside the semi-circle and the radially symmetric initial velocities corresponds to a
circular detonation front.

We take the computational domain [−50, 50] × [0, 50] and use a uniform spatial mesh with
∆x = ∆y = 1. The solid wall boundary conditions are used along the bottom part of the domain,
while the free boundary conditions are implemented at the other parts of the boundary. We have
solved the problem numerically by both the ADP and SDP methods and the obtained results are
reported in Figures 4.3–4.5.

In Figure 4.3, we show the density component of the computed solution at times t = 0.25, 1
and 3. As one can see, the difference in the density field captured by the ADP and SDP methods
seems to be very small. However, the ADP and SDP temperatures, plotted in Figure 4.4, are
totally different even at a smaller time t = 0.25. The source of this difference can be understood
by looking at the propagation of the interface between the burnt and unburnt fractions of the gas
shown in Figure 4.5. As the ADP solution is in a good agreement with the solution reported in [2],
we conclude that the fast wave developed by the SDP solution is a numerical artifact that can be
prevented by using the proposed accurate deterministic projection.
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Figure 4.3: Example 2: Density ρ computed by the ADP (left column) and SDP (right column)
methods.

Example 3—Interaction of Gas Dynamics and Detonation Waves

In the third example, we study the collision of a radially symmetric stiff detonation wave with
a shock, contact discontinuity and rarefaction wave. This problem is an extension of the 1-D
experiment conducted in [2, 18,19]. We consider the following initial data:

(ρ, u, v, p, z)(x, y, 0) =


(4, 0, 0, 10, 0), if x > 40,

(3.64282, 10 cos θ, 10 sin θ, 54.8244, 0), if
√
x2 + y2 < 10,

(1, 0, 0, 1, 1), otherwise,

where tan θ = y/x and use the following parameters:

γ = 1.2, q0 = 50,
1

ε
= 1000, τc = 3.

We take the computational domain [−30, 100] × [−30, 30], on which we implement free bound-
ary conditions, and use a uniform spatial mesh with ∆x = ∆y = 0.5. The results (density,
temperature, and fraction of unburnt gas) obtained by the ADP and SDP methods at times
t = 0.25, 1, 3, 4, 5 are reported in Figures 4.6–4.8. As one can observe, both methods provide
similar approximations at small times t = 0.25 and 1 (before the collision). At a later time t = 3
(after the collision with the shock, but before the collision with the rarefaction wave), the densities
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Figure 4.4: Example 2: Temperature τ computed by the ADP (left column) and SDP (right column)
methods.

computed by the ADP and SDP methods still look similar while the temperatures start exhibiting
a different behavior. The latter is due to the fact that, similarly to the 1-D case studied in [19], the
detonation wave produced by the SDP method starts moving with an unphysical speed. Finally,
at times t = 4 and 5 (after all the collisions), the detonation wave front computed by the SDP
method keeps moving to the right with the increasing non-physical speed. At the same time, the
ADP method seems to produce accurate results.

Example 4—Diffraction of a Detonation Wave

In the final example, we consider a detonation wave in the domain [−1, 0]× [0, 1] ∪ [0, 3]× [−1, 1]
with the solid walls along the top part of the boundary and along the following line segments:
{−1 ≤ x ≤ 0, y = 0}, {x = 0, −1 ≤ y ≤ 0}, and {0 ≤ x ≤ 3, y = −1}, and the open boundaries
on the left and on the right. The initial data are

(ρ, u, v, p, z)(x, y, 0) =

{
(3.64282, 6.2489, 0, 54.8244, 0), if x ≤ −0.5,

(1, 0, 0, 1, 1), if x > −0.5,

and the parameters are the same as in Example 2:

γ = 1.2, q0 = 50,
1

ε
= 1000, τc = 2.
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Figure 4.5: Example 2: Fraction of unburned gas z (shaded in red) computed by the ADP (left column)
and SDP (right column) methods.

The initial setting is outlined in Figure 4.10.
In this example, the detonation wave initially positioned vertically at x = −0.5, first propagates

to the right and then diffracts around a solid corner. We compute the solution at times t = 0.2
and 0.4 on a uniform spatial grid with ∆x = ∆y = 1/100 using both the ADP and SDP methods.
The results are shown in Figures 4.10 and 4.11, where we plot the density, temperature and the
fraction of unburnt gas fields. As one can clearly see, an artificially fast wave generated by the
SDP method after the diffraction, is prevented by the use of the proposed ADP procedure.

5 Conclusion

In this paper, we have considered inviscid, compressible, reactive flows governed by the Euler
equations coupled with a transport equation for the fraction of unburnt gas. For small reaction
times, the chemical reaction may be considered infinitely fast and thus the transport equation has
a stiff source term, which can be efficiently treated by projecting the computed solution onto an
equilibrium state. A straightforward projection however has a major drawback: it may lead to a
spurious detonation wave that travels with an unphysical speed even if the scheme is stable, as
we illustrated in our numerical examples. Here, we have shown how the “standard” deterministic
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Figure 4.6: Example 3: Density ρ computed by the ADP (left column) and SDP (right column)
methods.

projection approach can be modified to provide an accurate approximation for the underlying
model. As the result, we have designed a simple, robust and stable underresolved method for stiff
detonation waves using an accurate deterministic projection (ADP) approach and demonstrated
that the proposed computational technique guarantees that the detonation waves will propagate
with a physically relevant speed.
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Figure 4.7: Example 3: Temperature τ computed by the ADP (left column) and SDP (right column)
methods.

We believe that the proposed ADP method, though developed for the case of stiff detonation
waves, may also be applicable to less stiff Chapman-Jouguet detonation waves. It can also extended
to multi-species reactive Euler equations. We leave these investigations for the future work.

Acknowledgment: The work of A. Chertock was supported in part by NSF grant DMS-1818684.
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Figure 4.8: Example 3: Fraction of unburned gas z (shaded in red) computed by the ADP (left column)
and SDP (right column) methods.
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the Guangdong Provincial Key Laboratory of Computational Science and Material Design (No.
2019B030301001).
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Figure 4.9: Example 4: Domain and the initial wave location.

A Semi-Discrete Central-Upwind Scheme

In this section, we briefly describe the semi-discrete central-upwind scheme for the homogeneous
2-D systems (2.1), (1.3) and (3.1), (1.3). The 2-D semi-discrete central-upwind scheme from [24]
admits the following flux form:

d

dt
U j,k(t) = −

Hx
j+ 1

2
,k
−Hx

j− 1
2
,k

∆x
−

Hy

j,k+ 1
2
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2
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, (A.1)

where the numerical fluxes are
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=
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2
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2
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2

+
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2
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2
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2
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2
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]
.

(A.2)

The quantities U j,k, H
x
j,k, H

y
j,k, a

+
j,k, a

−
j,k, U

E
j,k, U

W
j,k, U

N
j,k and US

j,k depend in fact on t, but we
suppress this dependence for the sake of brevity.

In (A.2),

UE
j,k = U j,k +

∆x

2
(Ux)j+ 1

2
,k, UW

j,k = U j,k −
∆x

2
(Ux)j+ 1

2
,k,

UN
j,k = U j,k +

∆y

2
(Uy)j,k+ 1

2
, US

j,k = U j,k −
∆y

2
(Uy)j,k+ 1

2

are the point values of the piecewise linear reconstruction

Ũ(x, y) = U j,k + (Ux)j,k(x− xj) + (Uy)j,k(y − yk) for (x, y) ∈
(
xj− 1

2
, xj+ 1

2

)
×
(
yk− 1

2
, yk+ 1

2

)
at the midpoints of the edges of cell (j, k).
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Figure 4.10: Example 4: Density ρ (top row), temperature τ (middle row) and the fraction of unburnt
gas z (bottom row) at time t = 0.2 computed by the ADP (left column) and SDP (right column)
methods.

The numerical derivatives (Ux)j,k and (Uy)j,k are to be computed using a nonlinear limiter.
We have used a minmod limiter (see, e.g., [28, 30,31]), which gives

(Ux)j,k = minmod

(
U j+1,k −U j,k

∆x
,
U j,k −U j−1,k

∆x

)
,

(Uy)j,k = minmod

(
U j,k+1 −U j,k

∆y
,
U j,k −U j,k−1

∆y

)
,

where the minmod function is defined as

minmod(a, b) :=
sgn(a) + sgn(b)

2
·min(|a|, |b|).

One-sided local propagation speeds in the x- and y-directions a±
j+ 1

2
,k

and b±
j,k+ 1

2

are obtained

using the largest/smallest eigenvalues of the Jacobian. For the reactive Euler systems (2.1), (1.3)
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Figure 4.11: Example 4: Same as in Figure 4.8, but at time t = 0.4.

and (3.1), (1.3), we obtain
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√
γpEj,k
ρEj,k

, uWj+1,k +

√
γpWj+1,k

ρWj,k
, 0

)
,

a−
j+ 1

2
,k

= min

(
uEj,k −

√
γpEj,k
ρEj,k

, uWj+1,k −

√
γpWj+1,k

ρWj,k
, 0

)
,

b+
j,k+ 1

2

= max

(
uNj,k +

√
γpNj,k
ρNj,k

, uSj,k+1 +

√
γpSj,k+1

ρSj,k
, 0

)
,

b−
j,k+ 1

2

= min

(
uNj,k −

√
γpNj,k
ρNj,k

, uSj,k+1 −

√
γpSj,k+1

ρSj,k
, 0

)
.

Finally, the ODE system (A.1) is numerically integrated by the three-stage third-order strong
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stability preserving (SSP) Runge-Kutta method; see, [12,13].
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